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Abstract
The development of language technologies (LTs) such as machine translation, text analytics, and dialogue systems is essential
in the current digital society, culture and economy. These LTs, widely supported in languages in high demand worldwide,
such as English, are also necessary for smaller and less economically powerful languages, as they are a driving force in the
democratization of the communities that use them due to their great social and cultural impact. As an example, dialogue
systems allow us to communicate with machines in our own language; machine translation increases access to contents in
different languages, thus facilitating intercultural relations; and text-to-speech and speech-to-text systems broaden different
categories of users’ access to technology. In the case of Galician (co-official language, together with Spanish, in the
autonomous region of Galicia, located in northwestern Spain), incorporating the language into state-of-the-art AI applications
can not only significantly favor its prestige (a decisive factor in language normalization), but also guarantee citizens’ language
rights, reduce social inequality, and narrow the digital divide. This is the main motivation behind the Nós Project (Proxecto
Nós), which aims to have a significant contribution to the development of LTs in Galician (currently considered a low-resource
language) by providing openly licensed resources, tools, and demonstrators in the area of intelligent technologies.

Keywords: Language technologies, Galician, linguistic rights, low-resource languages.

1. Introduction
Proxecto Nós1 (The Nós Project) is an initiative pro-
moted by the Galician Government (Xunta de Galicia),
aimed at providing the Galician language (co-official
language, together with Spanish, in the autonomous re-
gion of Galicia, located in northwestern Spain) with
openly licensed resources, tools, demonstrators and use
cases in the area of intelligent language technologies.
The execution of Proxecto Nós has been entrusted to
the University of Santiago de Compostela and is cur-
rently being carried out by a research team comprising
members of the Instituto da Lingua Galega (ILG) and
the Centro Singular de Investigación en Tecnoloxı́as In-
telixentes (CiTIUS). Nós was planned as an ambitious
initiative aimed to attract over C15 million in Euro-
pean funding. This paper presents the overall objec-
tives taking this funding into account. Currently, the
project is funded through a yearly agreement between
the Galician Government and the University of Santi-
ago de Compostela. This led to adopting a narrower
focus for the Project’s beginning (2021-2022), whose
initial planning and documentation phase started in the
last trimester of 2021 and ended in the first trimester of
the current year.
The first stage of Nós, spanning from 2021 to 2025, will
lay the foundations and provide the resources that will

1https://nos.gal/

help place Galician among the languages that realize
their full potential in the digital society and economy.
The resources, tools and applications created within
the Nós Project will improve technological support for
Galician in order to achieve full digital language equal-
ity for both the present and the future. The ultimate
goal is that Galician, as a low-to-medium resource lan-
guage, will have reached the state where it has the nec-
essary digital resources available to prosper as what is
known as a “living” language in the digital age (Gas-
pari et al., 2021).

In an effort to generate the technological support and
situational context necessary for Galician to continue
to exist and prosper as a living language in the digital
age, Proxecto Nós has been set up to address several ar-
eas from the natural language processing (NLP) realm.
Specifically, the project is organized into several sub-
projects (jointly established by the Project’s research
team and Xunta de Galicia) where each sub-project
corresponds to a major field from NLP. The eight sub-
fields are the following: (i) speech synthesis, (ii) speech
recognition, (iii) dialogue systems, (iv) error detection,
(v) machine translation (MT), (vi) text generation, (vii)
information extraction (IE), and (viii) opinion mining
and fact checking. Proxecto Nós aims to address these
eight sub-fields by first creating linguistic and compu-
tational resources in order to then build applications

https://nos.gal/
https://ilg.usc.es/
https://citius.usc.es/
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based on these resources. Such applications will act
as visible and accessible demonstrators of the technol-
ogy developed in the Project and will, in turn, produce
a tractor effect that will lead to the development of new
products (use cases).

2. Background
2.1. Context and Motivation
The development of language technologies is a strate-
gic innovation area geared towards augmenting the dig-
ital presence of a language in a society. It has been a
priority in both Spanish (e.g. Plan Estatal de Investi-
gación Cientı́fica y Técnica y de Innovación, Estrate-
gia Española de Ciencia y Tecnologı́a y de Innovación)
and European scientific planning (e.g. Horizon 2020).
Technologies such as MT, IE, text analytics, and con-
versational systems play a critical role in the digital so-
ciety, culture, and economy.
Currently, linguistic data make up a very large part of
the ever-increasing wealth of big data (Jill Evans et al.,
2018). High-demand languages, such as English, ben-
efit from a large amount of computational resources
which can help to develop NLP software and tools.
These languages benefit from a long-standing research
tradition in different areas of language development,
and their integration into artificial intelligence (AI) ap-
plications associated with the latest electronic devices
such as conversational AI or automatic dictation soft-
ware is high. Several language projects receive govern-
mental funding such as the variety of projects financed
by DARPA. Other languages that have come later to
the table of AI research, such as Chinese, are currently
following in the footsteps of English. Projects for Chi-
nese, like the one from Qian Yan at Baidu, offer signif-
icant improvements for this language.
For those languages that cover a smaller set of speak-
ers and, thus, are in lower demand, there exist efforts
from local governments and other agencies to increase
their use. A few projects similar to Nós include AINA,
which aims to develop digital and linguistic resources
for Catalan, several projects carried out at the HiTZ
Research Center for Basque, CorCenCC for Welsh in
Great Britain, and UQAILAUT for Inuktitut in Canada.
The democratization of language technologies has a
great social and cultural impact on the communities
that use them (Ahmed and Wahed, 2020). For instance,
MT increases access to contents in different languages,
thus facilitating intercultural relations; dialogue sys-
tems allow us to communicate with machines in our
own language; and semantic technologies enable ad-
vances in the automatic comprehension of texts, thus
making it possible to process enormous quantities of
documents. In the case of less-resourced languages
such as Galician, the fact of incorporating the language
into state-of-the-art AI applications can not only signif-
icantly favor its prestige (a decisive factor in language
normalization), but also guarantee citizens’ language
rights, reduce social inequality, and narrow the digital

divide (Jill Evans et al., 2018). Furthermore, the capac-
ity to model language ensures a promising future for
such technologies from both an economic and research
and innovation perspective.

2.2. State of the Art: Galician Resources and
Technologies

In 2012, work on Galician described a language with
a level of technological support that “gives rise to cau-
tious optimism”. However, the authors also highlighted
the need for creating new resources and tools for Gali-
cian, as well as directing more effort into LT (Lan-
guage Technology) research, innovation, and develop-
ment (Garcı́a-Mateo and Arza, 2012).
In the last two decades, different research projects
on Galician resulted in speech processing re-
sources such as Cotovı́a(Rodrı́guez-Banga et al.,
2012), the CORGA annotated reference corpus
(Domı́nguez Noya et al., 2020) and other specialized
corpora, both textual such as CLUVI (Gómez Guino-
vart, 2008), CTG (Gómez Guinovart, 2008), or
TreeGal (Garcı́a, 2016) and speech corpora like CO-
RILGA (Regueira Fernández, 2012) and AGO (Rei,
2017). Furthermore, there are also functional mor-
phosyntactic lemmatizers and taggers such as XIADA
(Domı́nguez Noya, 2014), FreeLing (Gamallo and
Garcia, 2013), and IXA-Pipes (Agerri et al., 2014), MT
systems like GAIO (Xunta de Galicia, nd) or OpenTrad
(Imaxin-Software, 2010), spellcheckers like OrtoGal
(TALG, 2006 2019) and grammar checkers such as
Avalingua (Gamallo et al., 2015). Also available are
language analysis and information extraction tools like
Linguakit (Gamallo et al., 2018) and language models
such as SemantiGal (Garcia, 2021), Bertinho (Vilares
et al., 2021), as well as other resources.
Furthermore, Galician is currently part of multilingual
crowd-sourced data collection initiatives carried out by
important companies on the global IT market, which
have resulted in speech databases such as Google’s
SLR77 (Kjartansson et al., 2020) and Mozilla’s Mozilla
CommonVoice 7.0 and 8.0 (Ardila et al., 2020). This
situation is reflected in a recent report on the current
state of the LT field for Galician (Ramı́rez Sánchez and
Garcı́a Mateo, 2022), which informed on the consider-
able growth in the production of high-quality Galician
resources and services, especially text resources. De-
spite the quality of these resources, it should be noted
that not all are freely and publicly available for the de-
velopment of LT.
The LT field has undergone profound changes over the
last few years since the introduction of neural network
systems. Generally, training models using these state-
of-the-art technologies requires large quantities of data
and has high energetic and computational costs, which
continues to be a challenge for low-resource languages.
However, as many recent studies show, end-to-end
technologies and open-source multilingual pre-trained
models created using large quantities of data from high-

https://www.ciencia.gob.es/site-web/Estrategias-y-Planes/Planes-y-programas/Plan-Estatal-de-Investigacion-Cientifica-y-Tecnica-y-de-Innovacion-PEICTI-2021-2023.html
https://www.ciencia.gob.es/site-web/Estrategias-y-Planes/Planes-y-programas/Plan-Estatal-de-Investigacion-Cientifica-y-Tecnica-y-de-Innovacion-PEICTI-2021-2023.html
https://www.ciencia.gob.es/site-web/Estrategias-y-Planes/Planes-y-programas/Plan-Estatal-de-Investigacion-Cientifica-y-Tecnica-y-de-Innovacion-PEICTI-2021-2023.html
https://ec.europa.eu/programmes/horizon2020/en/home
https://www.darpa.mil/
http://research.baidu.com/Blog/index-view?id=146
https://www.projecteaina.cat
http://www.hitz.eus
http://corcencc.org
http://www.inuktitutcomputing.ca/
http://gtm.uvigo.es/en/transfer/software/cotovia/
http://corpus.cirp.es/corga/
http://sli.uvigo.gal/CLUVI/index.php
http://sli.uvigo.es/CTG/corpus.php
https://universaldependencies.org/treebanks/gl_treegal/index.html
http://ilg.usc.es/corilga/
http://ilg.usc.es/corilga/
http://ilg.usc.es/ago/
http://corpus.cirp.gal/xiada
https://gramatica.usc.es/pln/gl/tools/freeling.html
https://ixa2.si.ehu.eus/ixa-pipes/
http://tradutorgaio.xunta.gal/TradutorPublico/traducir/index
http://www.opentrad.com/
http://sli.uvigo.es/corrector/index.php
https://demos.citius.usc.es/avalingua/es/
https://github.com/citiususc/Linguakit
https://tec.citius.usc.es/demos-lingua/index
https://openslr.org/77/
https://commonvoice.mozilla.org/gl/datasets
https://commonvoice.mozilla.org/gl/datasets
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resource languages (Shen et al., 2018; Baevski et al.,
2020; Wolf et al., 2020) can be used, through trans-
fer learning and fine-tuning, to train models in low-
resource languages such as Catalan (Külebi and Öktem,
2018; Külebi et al., 2020) or, in our case, Galician. To
this end, the existence of resources and tools that are
freely available to the scientific and business commu-
nity is essential, and that constitutes one of the main
objectives of Proxecto Nós.

2.3. The potential of the
Galician–Portuguese connection

One of the main reasons that the Galician language is
excluded from several technological efforts is the lack
of digital resources. As an under-resourced language
(low-to-medium resources available), a large part of
the effort that the Nós project will be dedicating its
resources to is the compilation of corpora and other
linguistic resources necessary for the development of
computational models and algorithms. One advantage,
however, that Galician has over other under-resourced
languages is its close syntactic, semantic and ortho-
graphic similarity to Portuguese (Pichel et al., 2021),
a high-resource language. Indeed, Galician and Por-
tuguese are two closely-related members of the same
language family (i.e. Galician-Portuguese).
In order to get an idea of the sheer amount of text re-
sources available in Portuguese compared to Galician
we can look at the amount of pages available for both
languages on Wikipedia as an index of the online po-
sitioning of languages (a metric used by some compa-
nies like Google). There are more than a million pages
in Portuguese while in Galician there are only 176.681
(Wikistats, 2022). Moreover, Portuguese not only has a
large amount of text resources available but it also has
a large scientific community involvement resulting in a
large number of NLP tools.
The proximity between Galician and Portuguese is an
advantage of incalculable value that puts us in a very
good starting position, since the adaptation to Galician
of most of the existing resources for Portuguese would
be relatively simple. This is something that different
researchers of the Nós project have been empirically
demonstrating by using Portuguese to improve Gali-
cian resources (Garcia and Gamallo, 2010) and MT
systems (Malvar et al., 2010). Furthermore, the close
Galician-Portuguese relationship has led to members
of the Nós project being among the organizing chairs
of the PROPOR conference on the processing of the
Portuguese language, where works on Galician can al-
ready be published, being considered as one variety of
the Portuguese language space (Pinheiro et al., 2022).

3. Project Description
The Nós Project has two broad scientific and technolog-
ical objectives: (i) to integrate the Galician language
into cutting-edge AI and language technologies, thus
enabling its use in human-machine interactions; and

(ii) to produce a qualitative leap forward in the de-
velopment of language technologies for Galician. For
this purpose, resources, tools, and applications will be
developed and distributed under open licenses, which
will allow them to be integrated into existing devices
and services (such as smart speakers or conversational
agents) and future technologies.
To this end, specific objectives directly related to some
of the major NLP tasks have been established. Each of
these technological objectives will be executed as sepa-
rate sub-projects which will allow the parallel develop-
ment of different tasks and an overall more effective or-
ganization. Nonetheless, a set of general objectives are
shared by all the tasks. The general objectives are: (i)
the compilation of high-quality linguistic resources; (ii)
the elaboration of language and acoustic models (both
general-purpose and task-specific models); and (iii) the
development of applications based on these models. In
addition, the project will have a general coordination
mechanism through which resources will be distributed
and shared among the different subprojects.
The resources and models developed for each task will
be made available to the public using common dissem-
ination repositories (e.g. GitHub, Hugging Face) and
platforms (e.g. European Language Grid) , thus al-
lowing their use in all kinds of applications, services,
and products, by the scientific community, companies,
institutions, and society in general. The results will
be disseminated through a repository available at the
project’s web portal (which can be hosted on internal
servers), as well as other established and internationally
recognized repositories. Finally, the project contem-
plates the complete development of applications based
on these resources which will act as visible and accessi-
ble demonstrators of the developed technology and will
produce a tractor effect that will lead to the creation of
new products.
The general objectives, sub-projects and coordination
strategy are further detailed in sections 4, 5 and 6, re-
spectively.

4. General Objectives
The main objectives are described in further detail be-
low:

• Compilation and creation of linguistic re-
sources. In order to place the Galician language
on equal terms with other languages in the digi-
tal sphere, it is an essential requirement to have
a wide variety and large number of high-quality
language resources (annotated reference corpora,
web-scale corpora, task- and domain-specific cor-
pora, parallel corpora, knowledge bases, dictio-
naries, etc.) that allow the development of cutting-
edge technologies for Galician. These resources
will be mainly created from zero, depending on
the needs of each task. In addition, all the gen-
erated resources will be distributed under free
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licences to encourage their extension, improve-
ment, and exploitation by third parties.

• Elaboration of language and acoustic mod-
els. Besides providing the required linguistic re-
sources, statistical and computational models will
also be developed based on these resources, us-
ing different leading-edge techniques. Thus, both
pre-trained general purpose models and models
adapted to specific tasks and domains will be de-
veloped by applying state-of-the-art techniques,
mainly neural network-based deep learning. As
with the linguistic resources, these models will be
made publicly available under free licences, al-
lowing them to be freely used by companies, in-
stitutions and end users.

• Development of applications. Lastly, as final
demonstrators of the project, a set of fully func-
tional applications will be developed, which will
showcase the potential of the elaborated models
and resources. At this point, the project aims to
build both specific demonstrators for each of the
previously listed tasks, and applications that con-
nect and integrate different technologies. These
demonstrators, apart from illustrating the work
carried out in the project, will also serve to fos-
ter the development of new products bringing to-
gether new technologies and the Galician lan-
guage.

5. Subprojects
In what follows, we provide a summary of the specific
objectives for each of the eight subprojects, including
some brief technical details on the necessary linguistic
and computational resources, the proposed demonstra-
tors and possible use cases that could be developed by
third parties. Given that the project is still in its initial
stages, adjustments are expected to take place along its
execution during the next years.

5.1. Speech Synthesis
The objective of this subproject is to provide the nec-
essary means (resources and technologies) so that in-
telligent devices and systems can speak in Galician, as
a first step towards an interaction with these devices in
Galician at the same level as other languages such as
English or Spanish. To this end, we will create pub-
lic datasets that allow the development of state-of-the-
art text-to-speech conversion systems, with the abil-
ity to produce synthetic speech with different identi-
ties, styles and emotions. These datasets will contain
voice recordings obtained from phonetically balanced
corpora, with their corresponding textual transcription.
In addition to being distributed publicly, the data gen-
erated will be used to train different voice models, both
speaker-dependent and average voice models (AVM).
As demonstrators of this subproject, the following ap-
plications could be developed:

• High quality text-to-speech (TTS) conversion
system, with the ability to produce synthetic
speech with different speaker identities (possibil-
ity to choose gender, age, etc.), speaking styles
(radio news, conversation, advertising speech,
etc.) and emotional expressions (sadness, sur-
prise, joy, etc.). Among the use cases of the text-
to-speech conversion system, in addition to its in-
tegration in general-purpose applications (virtual
assistants, dialogue systems, automatic transla-
tors, etc.), it is worth mentioning the possibility of
incorporating it into applications for people with
disabilities. For instance, screen readers and audio
description systems for visually impaired people,
or mobile TTS applications specially designed for
people with speech disorders or impairments.

• Web interface for obtaining personalized syn-
thetic voices, which would allow end-users to ob-
tain a personalized speech synthesizer with their
own voice. To obtain these personalized voices,
users will have to record a small number of sen-
tences that will be used to adapt a pre-trained
AVM. The objective of this demonstrator would
be to show the potential in terms of adaptability of
the AVMs, trained from several voices. As pos-
sible use cases of this web interface, besides the
possibility of integrating such voices in different
devices (e.g. GPS), this interface could be used
to create voice backups (Erro et al., 2015; Erro et
al., 2014). This latter development would be par-
ticularly useful for people who suffer from some
kind of pathology (e.g. people who have to un-
dergo a surgery that involves the loss of voice)
to preserve the ability to communicate with their
own voice. This interface would also allow ap-
plying cross-lingual adaptation techniques (Mag-
ariños et al., 2019), with the aim of obtaining per-
sonalized synthetic voices in a different language
from the user’s original language. More specifi-
cally, these techniques would allow to obtain cus-
tomized synthesizers with the user’s voice in lan-
guages other than Galician (e.g. English, Span-
ish or Portuguese). As a direct application, these
synthesizers would allow to customize speech-to-
speech translation systems, so that the voice iden-
tity of the original speaker can be preserved in the
translated speech.

5.2. Speech Recognition
Together with the previous subproject, the ultimate
goal of the speech recognition subproject is to enable a
complete oral interaction in Galician between users and
intelligent devices. In order to achieve this goal, it will
be necessary to generate and distribute publicly a large
set of speech and text corpora, needed to train acous-
tic and language models, respectively. The proposal of
potential demonstrators for this task is as follows:
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• General purpose automatic speech recognition
(ASR) system, able to perform across different
domains. As use cases, one of the main appli-
cations of an ASR system is to provide a voice
user interface for other systems such as virtual as-
sistants, dialogue systems, web browsers or auto-
matic translation systems. Moreover, one should
not forget the possibilities offered by ASR sys-
tems in terms of voice commands for intelligent
home devices (lighting control, thermostats, in-
truder alarms and all kinds of household appli-
ances).

• Automatic subtitling system. As a use case, this
system could be used to develop a real-time auto-
matic subtitling tool for Galician newscasts.

• Personalized automatic dictation system. The
possible use cases of this demonstrator are its in-
tegration in office software (document writing) or
mail servers (e-mail writing). Another interesting
application would be note-taking during medical
consultations. This system would allow captur-
ing patient diagnosis notes automatically, reduc-
ing the average duration of consultations.

5.3. Dialogue Systems
The main objective of this subproject is to provide
guides and packages of specific technological and lin-
guistic resources that facilitate the construction of com-
petent conversational agents in Galician. In order
for conversational agents to be linguistically and so-
cially competent, they must be provided with additional
mechanisms that allow them to handle conversational
contexts that go beyond the specific task or scope of
use of the conversation. In addition to a refinement of
conversation tracking techniques, we will combine ma-
chine learning with knowledge representation (e.g. se-
mantic networks and graphs) to reduce the amount of
linguistic data needed and take advantage of existing
resources from other languages. This is especially im-
portant in the context of Galician, which lacks a large
annotated corpus to be used in dialogue systems.
As demonstrator of this subproject, we plan to develop
the following application:

• Chatbot-like conversational agent to focus the
interaction on the input and output of text in Gali-
cian. Among the most interesting use cases we
highlight the specialization of the conversational
agent for task-oriented application domains, for
example the management of citizen appointments
for the public administration, and for a more gen-
eral scope (tourism, integration of cultural infor-
mation, etc.).

5.4. Automatic Error Detection
The linguistic correction and evaluation subproject
aims to provide the Galician language with a series

of improved applications which make it possible to
verify, correct and evaluate texts automatically at dif-
ferent levels using natural language processing tech-
niques to detect and classify errors or deviations. To
achieve this goal, we will design computer programs
for spelling, grammar and style correction based on al-
ready existing tools adapted to Galician (e.g. Galgo
by imaxin|software and Xunta de Galicia or Avalingua-
CiTIUS). These tools will be improved with the most
advanced techniques so that the identification of er-
rors regarding words in context (spelling correction)
and sequences of words and structures (grammatical
correction) reaches the state of the art for major lan-
guages. Thus, we will not limit ourselves to the iden-
tification of errors, but also on the use of appropriate
or preferred linguistic structures, lexical-semantic con-
tent and density, and the coherence and fluency of a
text. For the latter, it is necessary to have libraries and
linguistic and computational resources of greater com-
plexity, which can represent the semantic content by
grouping words and categorize texts using statistical
methods or through automatic learning based on texts
labeled by expert evaluators. As possible demonstra-
tors of this subproject, we plan to develop the follow-
ing online applications (which would be integrated in a
single tool):

• Spelling, grammar and style proofreader of
texts.

• Linguistic quality evaluator.

• Tone and sensitivity analyzer.

These applications would provide the Galician lan-
guage with a series of valuable resources to improve
the quality of the written language in all areas (educa-
tion, press, private sector, etc.). In addition, they could
be added to different programs or contexts through use
cases adapted by third parties (browsers, email man-
agers, office software, intelligent keyboards in mobile
phones/tablets, etc.). For example, as a domain-specific
use case, they could be adapted for the automatic eval-
uation of the linguistic quality of the works elaborated
by high school and university students, of the entries
in Galipedia, or even in order to adapt past literary
resources to the current Galician standard. Another
socially relevant use case is a correction/management
system that promotes inclusive language.

5.5. Machine Translation
The MT subproject consists of the development of neu-
ral translation systems that allow both native speakers
of Galician and professional companies and institutions
to translate texts and short documents quickly and ac-
curately. At present, there are different automatic trans-
lation systems with a linguistic rule-based approach,
such as the open source automatic translation service
platform Opentrad of the company imaxin—software,
which is implemented and improved in the automatic

https://gl.wikipedia.org/
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translator Gaio of Xunta de Galicia (AMTEGA). How-
ever, there are no state-of-the-art models based on neu-
ral AI techniques with a web interface for high quality
translations in Galician.
Our proposal includes the development of the whole
End-to-End system that consists of the research, im-
plementation and testing of an on-line MT system that
will compete with other MT systems of similar strate-
gies as those provided by companies, such as Google,
Microsoft, and Yandex, where Galician is offered as
a source language to be translated, but the quality of
translation is not yet at the level of the languages with
more resources. The improvement of translation will
be achieved by taking advantage of the highest quality
models that will be created within the Nós project.
The proposal of demonstrators for this subproject is as
follows:

• NMT translator from Galician to other lan-
guages and vice versa. The defined strategic
language pairs are Galician-Spanish, Galician-
Portuguese and Galician-English, although other
pairs could be incorporated later on. As use cases,
these general translating systems, including the
linguistic resources used for their implementation,
could be adapted for specific domains by third par-
ties.

5.6. Text Generation
The main objective of this subproject is to focus on
the development of computational and linguistic re-
sources for the automatic natural language generation
(NLG) of texts in Galician language. The focus is on
data-to-text resources, since most of the resources of
interest in the text-to-text area are already dealt with
in other subprojects. We will address the two exist-
ing approaches for this type of systems: the traditional
template-based approach and more recent end-to-end
approaches based on different deep learning artificial
neural network architectures. Both approaches present
major scientific and technological challenges and re-
quire the development of computational and linguistic
resources for the construction of impactful systems and
applications. One of these challenges is the reliability
of validation by automatic metrics of neural end-to-end
systems, especially in critical applications. Thus, it will
be necessary to design strategies to contrast and ver-
ify the texts generated by data-to-text neural systems
with respect to the original data and to develop the nec-
essary technology that facilitates this verification in a
semi-automated way. A critical aspect when defining
demonstrators in the NLG environment is their abil-
ity to transmit information to visually impaired people,
when combined with text-to-speech systems, as well
as to overcome the limitations of small display devices
(mobiles, tablets, etc.) where graphical visualization is
not suitable.
The demonstrators that we aim for in this area are:

• Automatic generator of different types of visu-
alization graphs (time series, bar charts, trend
charts, etc.) of a generic type, which are com-
monly used in all types of reports.

• Automatic real-time data report generator,
with direct application in the industrial sector
(ICT, production or industrial plants, logistics,
etc.).

• Abstractive summarizer of a general type based
on end-to-end models.

The technology developed for these demonstrators can
prompt impactful use cases such as the automatic gen-
erator of weather forecasts and environmental informa-
tion, the automatic generator of medical reports from
the data available in the medical history, an automatic
generator of banking or personal economy reports or an
automatic generator of informative chronicles, among
many others.

5.7. Information Extraction
This subproject will focus on developing a set of text-
to-data techniques for discovering and extracting rele-
vant and salient knowledge from large amounts of un-
structured Galician text. Its main goal is to extract
knowledge elements or regular patterns from a collec-
tion of documents, especially content extracted from
the web and social media. Since the extraction task is
a very broad set of techniques, before going into the
description of the specific demonstrators, it is neces-
sary to define several empirical challenges such as (i)
semantic relation extraction, (ii) named entity recogni-
tion (NER), (iii) entity linking, (iv) event detection, (v)
topic modelling for unsupervised document classifica-
tion, or (vi) keyword and terminology extraction. Once
these information extraction techniques have been dealt
with, some examples of possible demonstrators that we
plan to develop are:

• Question answering system (QA) of encyclope-
dic character. A QA system mainly based on un-
supervised learning needs NER and relation ex-
traction techniques to structure the information
from a source corpus (e.g. Galician Wikipedia),
and thus be able to map the question with the ex-
tracted information and candidate to be the most
successful answer. The development of this sys-
tem also involves the semi-automatic construction
of a knowledge base or ontology where the ex-
tracted information is organized.

• Semantic annotating tool with linked data for
the creation of teaching materials in Galician: By
means of NER and entity linking, we proceed to
the enrichment of teaching materials in Galician.
For example, new information can be added to the
terms and entities identified in a text by linking
them to the corresponding entries in the Galician
Wikipedia.
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• Document classifier. This system can be applied
to any collection of Galician documents to be
organized and grouped into non-predefined clus-
ters. For this demonstrator, it will be necessary to
take into account terminology extraction and topic
modeling algorithms.

• Extractive summarizer that extracts relevant
chunks from input documents to build summaries
of different sizes, according to the users’ needs.
Extractive summarization techniques based on
prior identification of relevant keywords and mul-
tiwords will be explored.

In addition to these demonstrators, the tools and mod-
els elaborated have the potential of giving rise to a wide
variety of use cases from third parties, such as a process
model generator from medical reports or a detector of
depression signals in social networks, which would re-
quire most of the information extraction techniques de-
veloped in the scope of the project.

5.8. Opinion Mining and Fact Checking
This subproject will focus on providing the necessary
resources and technologies to carry out basic opinion
mining and fact checking analyses in Galician. To carry
out the task of opinion mining, we will explore unsu-
pervised strategies based on the use of polarized lex-
icons as well as supervised techniques dependent on
annotated corpora with information about the polarity
of the texts. Besides the generic models created with
large corpora, it will be necessary to elaborate polar-
ized lexicons using automatic and semi-automatic tech-
niques, as well as to annotate new datasets with polar-
ized texts. The classifiers created will take into account
morphosyntactic and syntactic analysis to deal more
correctly with complex linguistic phenomena such as
negation and compositionality (Vilares et al., 2017).
They will also take into account the information pro-
vided by a NER for the identification of entities men-
tioned in the text. This information is crucial in order
to implement surveillance and monitoring systems on
those entities, namely, products, companies, organiza-
tions, people, etc.
Regarding the verification or checking of factual in-
formation, we will distinguish, on the one hand, the
process of extracting verifiable factual information (or
facts) and, on the other hand, the process of verifica-
tion of the factual content itself. For the first process,
it is essential to consider factual information extrac-
tion tools, such as those derived from the extraction of
open information, focused on the identification of ba-
sic propositions in the input text. It is also essential to
have information resources where news and informa-
tion contrasted in reliable sources and knowledge bases
are compiled. For the checking process, we use tex-
tual semantic techniques focused on the computation
of sentence similarity with neural networks and trans-
formers. These techniques allow us to compare the sen-
tences that convey factual information, extracted from

the input texts, with truthful data previously contrasted
in knowledge bases and reliable sources.
Taking the above into account, we consider building the
following demonstrators:

• Monitoring system of Galician products, com-
panies and organizations.

• Map of the best-valued Galician locations in
real time.

• Bilingual (Galician-Spanish) news checker.

• App focused on the identification of Galician
toxic bots on Twitter.

From the generic linguistic resources and language
models used to implement these demonstrators, it will
be possible to successfully develop use cases adapted
to specific domains, such as, for example, a system for
monitoring the products of a specific company, a map
of top-rated Galician tourist sites, or a fact checker in
the health domain specialized in detecting false rumors.

6. Project Management
The established scientific and technological objectives
are organized into a set of work packages (WPs) whose
interrelation is illustrated in Figure 1. Each of these
WPs, briefly described below, comprises a series of
tasks and deliverables that guarantee the fulfillment of
the project’s objectives:

• WP1 – Global project management. The goal
of this work package is to ensure the effective co-
ordination and management of the different sub-
projects as well as the overseeing of the deliver-
ables, without forgetting the ethical and legal di-
mensions.

• WP2 – Monitoring, evaluation, and continuous
contribution to the state of the art of science
and technology. This work package comprises
the development of a methodology for monitoring
the state of the art of all the tasks involved in the
project. This will allow the design of an exper-
imentation plan suitable for each of the subpro-
jects, which will be developed in the work pack-
ages 3, 4 and 5. This design might be updated as
the state of the art evolves.

• WP3 – Obtaining and creating high-quality
language resources. The aim of this work pack-
age is to develop different types of high qual-
ity corpora (spoken and written) containing deep-
annotated linguistic information. In general, three
types of corpora will be needed: on the one hand,
a reference corpus for Galician and a web macro-
corpus, both to be used by all the subprojects; and,
on the other hand, different purpose-specific cor-
pora (datasets).
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• WP4 – Construction and evaluation of state-
of-the-art language and acoustic models. This
package will focus on the development of differ-
ent models for all the subprojects and tasks (lan-
guage models, acoustic models, etc.) from the
resources obtained in package 3. This will in-
volve the use of different linguistic tools (either
adapted or created from zero) and state-of-the-art
deep learning techniques.

• WP5 – Development and evaluation of demon-
strators and use cases. The purpose of this pack-
age is the development of the agreed set of demon-
strators and use cases, as well as the methodolo-
gies and systems necessary for their proper eval-
uation, whether perceptual or automatic. To this
end, both objective and perceptual performance
measures will be used.

• WP6 – Publication and dissemination. This
package includes the publication of the project’s
outcomes (models, tools, demonstrators and use
cases) for their general use, the divulgation of sci-
entific results (publication in specialized journals
and conference proceedings), as well as the launch
of different calls for interest. It also envisages the
development of an online repository that will al-
low not only testing the different demonstrators,
but also freely downloading all the resources and
the associated source code.

The central workflow of the project encompasses work
packages 3, 4 and 5. These packages are the cor-
nerstone of the project since they focus on the most
relevant scientific and technological tasks: the devel-
opment of linguistic resources, language and acoustic
models and demonstrators.

Figure 1: Interrelation among the different work pack-
ages that make up the project.

7. Current Developments and Future
Work

Among the initial results of the project, we can high-
light the first crawl of a web-based Galician corpus and

a language model based on the CCNet tools and data
(Ortega et al., 2022b), the development and testing of
two BERT language models (with 12 and 6 layers, re-
spectively) (Garcia, 2021), as well as the development
and testing of a Spanish-Galician neural machine trans-
lation (NMT) system prototype (Ortega et al., 2022a).
For the current year, Proxecto Nós aims to keep gen-
erating linguistic and computational resources to ex-
plore different subprojects. Specifically, work will be
carried out on the design and recording of a high-
quality speech corpus of sufficient size so as to al-
low the training of TTS state-of-the-art models. On
the other hand, a speech corpus for ASR will be com-
piled. In addition, parallel Galician-Spanish, Galician-
English, and Galician-Portuguese corpora will be com-
piled and used, together with existing multilingual cor-
pora, for the development of NMT systems. Addition-
ally, a web-scale Galician text corpus will be compiled,
larger than the one already constructed, to be used in all
the subprojects working with written text included in
Nós. Based on these resources, new language models
will be developed using different state-of-the-art tech-
niques, as well as demonstrators or prototypes of a TTS
system, translation system, and automatic text genera-
tor for Galician. At the same time, efforts will focus on
extending and improving the first systems developed,
and on validating the results obtained via the creation
of high-quality gold standards.
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Külebi, B. and Öktem, A. (2018). Building an Open
Source Automatic Speech Recognition System for
Catalan. In Proc. IberSPEECH 2018, pages 25–29.
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